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Abstract: We model the U.S. banking system as a thermodynamic system of interacting elements with individual banking firms representing those elements. Firms with similar asset and liability structures interact in the sense that they pursue similar objectives. These objectives include specialization in lending, processing, investing, etc. In this model of a thermodynamic system, each firm can pursue multiple objectives at the same time. The energy of a firm relative to a given objective determines to what extent the objective is achieved: the lower the energy, the closer the firm is to the objective. A firm’s total energy is determined as a weighted sum of its energies relative to individual objectives it is pursuing. As with any thermodynamic system, each firm’s overall objective is to reduce its total energy. The preliminary results of calibrating the model to the balance sheet structure of U.S. large banks using Uniform Bank Holding Company Performance Reports reveals that a slow buildup in herding (i.e., pursuing similar objectives) was occurring before the last crisis among some groups of banks. Significant change in the objectives is observed in the later stages of the crisis, however, especially in the direction of moving away from the objectives set before the crisis.
1. Introduction

The main purpose of this paper is to study the behavior of banks’ portfolios of assets and liabilities. We do it in a dynamic setting by tracking changes in the portfolio structure of individual banks, bank groups, and the banking system as a whole. For this purpose, the standard approach to portfolio optimization—with the main objective of maximizing a portfolio’s expected return while keeping its risk (i.e., the return’s volatility) below a certain level—may not work well. In reality, bank managers face complex, multi-objective optimization problems beyond the risk vs. return framework while managing their banks’ asset and liability portfolios. For example, the desire to fail with the market turns out to have been an important objective for some firms, which created a strong incentive to herd in the banking business, as the recent crisis revealed. When other banks are taking more and more risk, any given bank may have incentives to engage in similar risk-taking activities. Acharya and Yorulmazer (2005) show that limited liability can induce profit-maximizing bank managers to herd and undertake correlated investments to increase the likelihood of joint survival while not being concerned about the associated increase in the likelihood of joint failure. Also, banks tend to herd ex ante to increase the likelihood of being bailed out when they anticipate that the regulator will find it ex post optimal to bail out some or all failed banks (Acharya and Yorulmazer [2007]). While analyzing balance sheet data from Uniform Bank Holding Company Performance Reports (UBHCPR), we have also documented cases when the structures of the asset portfolios of some banks belonging to the same peer group exhibit high levels of correlation. These observations show that one needs a framework that goes beyond the risk vs. return analysis to quantitatively capture the dynamics of banks’ asset and liability portfolios.

The recent portfolio optimization literature acknowledges the level of complexity in portfolio optimization and explores various multi-objective portfolio optimization strategies (see Kosmidou and Zopounidis [2008] and Steuer, Qi, and Hirschberger [2008], among others). One aspect of multi-objective portfolio optimization missing in this literature is the consideration that some portfolio managers might target or try to replicate specific portfolio structures. As mentioned previously, there is substantial evidence that banks tend to structure their portfolios similarly to other banks they consider to be in their own peer group, whether by size or business
model. Some herding has also been captured in banks’ behavior, especially during the periods preceding the last crisis (see, for example, Van den End and Tabbae [2012] and the literature they cite). To our best knowledge, however, there are no studies focusing on exploring and modeling portfolio optimization strategies based on targeting specific portfolio structures.

In this paper, we discuss our search for further evidence that bank portfolio managers may be targeting specific portfolio structures. We also look for any evidence of changes in the banks’ portfolio targeting behavior as the banks were adjusting their portfolios because of the recent crisis and associated changes in the regulatory regime. We focus mostly on bank holding companies’ (BHC) portfolios because of the rich information on BHC portfolios available through the quarterly submitted UBHCPR regulatory filings in the period from the first quarter of 2002 through the last quarter of 2013. We cannot go further back because of the unavailability of good-quality granular information. In these filings, BHCs report their detailed balance sheet structure and income statements, among other information. This dataset also allows study of the dynamics of both asset and liability structures jointly. The inclusion of the liability side is important from the perspective of understanding banks’ funding decisions on their portfolio structures.

Each BHC’s portfolio is presented as a vector consisting of several assets and liabilities items in which liabilities also include equity. We normalize the portfolio vector to make sure the sum of all assets (liabilities) equals one. By doing so, we abstract ourselves from the bank sizes to focus on their portfolio structures. Because we implement the approach to large banks with total assets exceeding $50 billion, the size effect is not strong. We aggregate granular balance sheet information to a few balance sheet categories with special care to make sure that the resulting configuration helps clearly identify five representative portfolio (RP) structures, each of which is specific to one of the following five well-established bank types: commercial, investment, universal, custody, and consumer credit. As a result, the structure of each representative portfolio is different from the other representative portfolios by the portfolio weights being heavily

---

1 Although the methodology can be extended to cover the size effect as well, the current implementation is still capable of separating a group of universal banks with the largest sizes from the rest of the system just by focusing on the differences in their portfolio structures. See, for example, Laeven, Ratnovski, and Tong (2014) for a study of the relations between bank size, the complexity of bank activities, and systemic risk.
concentrated on a few bank-type-specific items. We identify five representative portfolios on the
liability side as well. These portfolios should represent the following types of funding: diverse,
retail core, retail non-core, wholesale, and stable.

We start with an our initial guess as to how the representative portfolios are structured using the
information we have gathered from various sources about how each bank type structures its asset
and liability portfolio. Then we calculate the Euclidean distance from each firm’s portfolio to
each representative portfolio. The firm is identified as belonging to the group formed with the
representative portfolio located within the smallest distance. Using this method, we effectively
identify bank groups that are concentrated around each representative portfolio. The approach
seems to correctly identify the firms traditionally considered to belong to one or another well-
established bank type. We also find the optimal representative portfolios, using an empirical
optimization technique called simulated annealing.

The approach to grouping banks we describe previously is essentially the k-means clustering
approach with a few additional tweaks to take advantage of some important specifics of bank
portfolio structures. In the standard k-mean clustering approach, the initial groups are identified
randomly and the group means are calculated, then the group means are used to rebuild the new
groups by assigning to each group the elements that are closest to the group mean. This process
is repeated until satisfactory results are achieved. Instead of randomly choosing the initial guess,
we choose it carefully using the available information about how bank types structure their
portfolios. Also, we find the optimal representative portfolios simultaneously by minimizing the
sum of the group-wide distances over a certain period of time, but not quarter by quarter. As a
result, the proposed approach is robust to reasonable fluctuations in the portfolio weights. When
we apply this approach to the BHC data, we are able to produce intuitively meaningful and stable
bank groups. Moreover, it turns out there exists a remarkable correspondence between the bank
types and the types of funding.

We then expand on the described grouping and propose a new approach to studying banks’
portfolio, targeting behavior based on the concepts of representative portfolio structures and
energy. Energy, as a much broader concept than distance, allows us to take into account the
possibility of bank managers pursuing multiple objectives. The main assumption is that the banking system is treated as a thermodynamic system in which (1) banks are strongly attracted to the representative portfolio structures that are closest to their own portfolio structure; (2) banks can be attracted to other representative portfolio structures at the same time; and (3) the attractiveness of a given portfolio structure to a bank is determined by the bank’s level of energy relative to the representative portfolio structure: the lower the energy, the higher the level of attraction. We still define a bank’s energy relative to a representative portfolio as the Euclidean distance between the bank portfolio and the representative portfolio. The bank’s total energy is, however, a weighted sum of its distances relative to each representative portfolio. The weights are determined based on the distance: the farther the portfolio from a given RP, the lower the weight assigned to the portfolio’s energy relative to the representative portfolio. We borrow the weighting scheme from a well-known clustering algorithm for image recognition that is based on exploring the thermodynamic properties of large datasets (Blatt, Wiseman, and Domany [1997]). The preliminary results reveal strong evidence of a dynamic herding behavior among some groups of banks.

The rest of the paper is structured as follows: In section 2 we describe the dataset we use in this study and explain how we aggregate the balance sheet data to arrive at a handful of items on both sides of the balance sheet. Appendix A presents a brief discussion of several identified data issues and how they have been addressed. In section 3 we describe the well-known bank types. Section 4 presents the results of grouping banks using the k-means clustering approach and the representative portfolio structures. In section 5 we expand on the ideas of section 4 and present a thermodynamic model of a banking system. Our additional findings regarding the dynamic structural changes obtained using the thermodynamic model are presented in section 6. Section 7 covers several possible extensions of the model, and section 8 concludes.

2. Data: Uniform BHC Performance Reports

In the United States, BHCs report their quarterly performance in the Consolidated Financial Statements using the form FR Y-9C. These reports are available to the public though the Board of Governors of the Federal Reserve System’s and the Federal Deposit Insurance Corporation’s
(FDIC) Web sites. This database provides quarterly information on BHCs’ balance sheets and income statements at a granular level. We first aggregate this information into several assets and liabilities categories with special care, which we explain in the next paragraph. Then we use the aggregated information to study the dynamic changes in the structure of the BHCs’ balance sheets. Using the proportions of the chosen asset and liability categories in total assets, we study dynamic structural changes at the individual firms, groups of firms, and aggregate portfolio levels.

We decided to aggregate the granular balance sheet information to a few balance sheet categories for a number of reasons. First, the aggregation simplifies the task of tracking the dynamic structural changes in the balance sheets. Second, focusing on too granular information may not allow one to detect higher-level emerging trends. Most importantly, we conduct the aggregation with the purpose of creating a set of categories in which each category generates significant asset or liability weight for at least some banks or bank groups. By doing so, we hope to separate the behavior of different banking types, such as commercial, custody, or investment banking. It is also important to be able to separate short-term assets (liabilities) from long-term assets (liabilities) as well as liquid assets from illiquid ones. Such separations allow us to understand how banks restructure their balance sheets as they go through various phases of a business cycle.

In this study, we aggregate each bank’s balance sheet into nine asset categories, seven liability categories, and equity. We briefly describe each of these categories in the remaining part of this section.

2.1. Asset Categories

**Cash and interest-bearing assets:** These are highly liquid assets, including cash, deposits at the Federal Reserve, and interest-bearing bank balances, such as short-term certificates of deposit at other banks.

**Securities assets for sale (AFS) and held to maturity (HTM):** Banks invest in AFS and HTM securities for reasons ranging from a short-term investment of extra cash to earn some interest
Federal funds sold and reverse repos: These are very short-term loans, with maturities usually varying from one day to several weeks. Federal funds sold are unsecured advances of excess balances from the reserve account a bank has on deposit with the Federal Reserve. Reverse repos are short-term loans provided through repurchase agreements and secured by the U.S. Treasuries or agency securities. In a reverse repo, the supplier of funds buys a security by delivering funds when the agreement is made and reselling the security for immediately available funds when the contract matures.

Real estate loans: This category includes mortgages, commercial real estate loans, and commercial and industrial (C&I) loans.

Loans to individuals: This category consists mostly of credit card loans and auto loans.

Other loans: This is the residual category for all loans. It consists of all remaining loans that are not captured in the previous loan categories.

Trading assets: These are the total amount of assets held in trading accounts. Only universal and investment banks are involved in significant trading activities. The other bank types do not hold significant trading assets.

Goodwill and other intangible assets: This category includes identifiable (copyright, patent, franchise, etc.) and unidentifiable (goodwill) assets that possess no physical substance. In a merger and acquisition (M&A) activity, the price differential between what the acquiring bank paid and the price of assets is accounted as goodwill. M&A activity before the financial crisis resulted in an unprecedented accumulation of goodwill on the balance sheets of major U.S. and European banks, because many banks paid a premium to acquire businesses when the economy and growth forecasts seemed brighter (Standard & Poor’s [2012]).
**All remaining assets:** This is the residual category for assets, which is calculated as total assets minus the sum of all other described categories of assets.

Table 1 includes additional information on the specific UBHCPR asset codes we use to extract the balance sheet data for the presented asset categories.

<table>
<thead>
<tr>
<th>Category</th>
<th>Abbr. codes</th>
<th>Comments</th>
<th>Category’s description in consolidated BHC performance report</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>A_CIB</td>
<td>Cash due from banks and interest-bearing balances with banks A_CIB = BHCK0081 + BHCK0395 + BHCK0397</td>
<td>• Non-interest-bearing balances and currency and coin due from depository institutions • Interest-bearing balances in U.S. offices • Interest-bearing balances in foreign offices</td>
</tr>
<tr>
<td>2</td>
<td>A_SEC</td>
<td>Securities: HTM and AFS A_SEC = BHCK1754 + BHCK1773</td>
<td>• Securities: held to maturity, amortized cost • Securities: available for sale, fair value</td>
</tr>
<tr>
<td>3</td>
<td>A_RRP</td>
<td>Reverse repos and fed funds sold A_RRP = BHDMB987 + BHCKB987</td>
<td>• Federal funds sold in domestic offices • Securities purchased under agreement to resell</td>
</tr>
<tr>
<td>4</td>
<td>A_LRE</td>
<td>Loans: Real estate and C&amp;I A_LRE = BHDM1410 + BHDM1766</td>
<td>• Loans secured by real estate • C&amp;I loans, all other</td>
</tr>
<tr>
<td>5</td>
<td>A_LIN</td>
<td>Loans: To individuals (primarily credit cards)</td>
<td>Loans to individuals, personal</td>
</tr>
<tr>
<td>6</td>
<td>A_LOT</td>
<td>Loans: Other A_LOT = BHCKB529 - A_LRE - A_LIN</td>
<td>Loans and leases, net of unearned income and allowance for loan and lease losses</td>
</tr>
<tr>
<td>7</td>
<td>A_TRD</td>
<td>Trading assets</td>
<td>Total assets held in trading accounts</td>
</tr>
<tr>
<td>8</td>
<td>A_GWO</td>
<td>Goodwill and other intangibles A_GWO = BHCK3163 + BHCK0426</td>
<td>• Goodwill • Other intangible assets</td>
</tr>
<tr>
<td>9</td>
<td>A_RST</td>
<td>A_RST = total assets - all above</td>
<td>Residual category for consolidated total assets</td>
</tr>
</tbody>
</table>

**2.2. Liability Categories**

**Core deposits:** These are demand deposits that, because of deposit insurance, are considered to be a more stable form of funding for banks compared with funding in wholesale markets.

**Non-core deposits:** These are interest-sensitive deposits, including time deposits, foreign deposits, and brokered deposits. Brokered deposits are considered to be a less stable source of
funding because they are at risk of competitive offers by other providers, especially in an environment of increasing interest rates. Also, a number of studies show that brokered deposits are correlated with behaviors that increase the risk of failure (FDIC [2011]). Custodian banks should be an exception because they hold large brokered deposits as a by-product of their core activities.

**Federal funds purchased and repos:** This category consists of borrowings with very short-term maturities, usually from one day to several weeks. Federal funds are borrowed to meet the regulatory reserve requirements at the banks’ reserve accounts with the Federal Reserve. Repos are short-term borrowing obtained through repurchase agreements that are secured by U.S. Treasuries or agency securities. In a repo agreement, the borrower sells a security to obtain funds when the agreement is made and buys the securities back when the contract matures.

**Long-term borrowing:** This category includes borrowings with maturities of more than one year, long-maturity debentures, and trust-preferred securities.

**Trading liabilities:** As with the trading assets, only universal and investment banks, which are involved in trading activities by the nature of their business models, held significant amounts of trading loans. The remaining banks’ trading loans are insignificant.

**Short-term borrowing:** This category includes short-term wholesale funding, which is usually not insured and is subject to rollover risk (Acharya, Gale, and Yorulmazer [2011]).

**Remaining liabilities:** This is the residual category.

**Equity:** This is the total equity capital.

Table 2 contains additional information on the specific UBHCPR liability codes we use to extract balance sheet data for the previously presented liabilities categories and equity.
### Table 2. Aggregated Liability Categories of Consolidated BHC Performance Reports

<table>
<thead>
<tr>
<th>Category</th>
<th>Abbr. code</th>
<th>Comments</th>
<th>Category’s description in Consolidated BHC Performance Report</th>
</tr>
</thead>
</table>
| 1        | L_DCO     | Deposits, core | • Demand deposits  
• Negotiable order of withdrawal accounts  
• Automatic transfer service accounts  
• Money market deposit accounts  
• Time deposits under $100K  
• Time deposits of $100K or more  
• Foreign deposits  
• Brokering deposits < $100K |
| 2        | L_DNC     | Deposits, non-core  
L_DNC = BHSR035 + BHSR036 + BHSR863  
• Time deposits of $100K or more  
• Foreign deposits  
• Brokering deposits < $100K | |
| 3        | L_FFP     | Fed funds purchased and repos | Federal funds purchased and securities sold (repos)  
• Other borrowed money with a remaining maturity of more than one year  
• Sub notes & debentures + trust preferred securities |
| 4        | L_BLT     | Borrowing, long term; long-maturity debentures and trust-preferred securities  
L_BLT = BHSR877 + BHSR878 | |
| 5        | L_TRD     | Trading liabilities | Total liabilities held in trading accounts |
| 6        | L_BST     | Borrowing, short term (including commercial paper)  
L_BST = BHCK2309 + BHCK2332 | Commercial paper  
• Other borrowings with remaining maturity of one year or less |
| 7        | L_RST     | L_RST = Total liabilities - all above | Residual category for consolidated total liabilities |
| 8        | EQT       | Equity | Total equity capital |

### 3. Studying Banks by Groups

While studying dynamic changes in banks’ balance sheet structure, it is important to identify and track homogeneous groups of banks because each group might react differently to changes in the business and regulatory environments and restructure its balance sheet differently. Next we discuss characteristics of various well-established bank types as a starting point for grouping. Specifically, these are commercial banks, investment banks, universal banks, custody banks, and consumer credit banks. We briefly describe each of these established bank types with the emphasis on their main activities on both sides of the balance sheet. These main activities then become the basis for building the representative portfolios structures in section 4 of this paper. The representative portfolio structures play a key role in identifying bank groups from the information available in the balance sheet.
3.1. Established Types of Banks and Sources of Their Funding

Commercial banks are deposit-taking institutions that use their funds primarily to make loans to individuals and firms who have no access to other sources of funds. The main two sources of funding for commercial banks are core deposits and non-core deposits.

Investment banks are primarily involved in a broad set of banking activities, including underwriting and advisory services, trading and brokerage, and asset management. Investment banks fund their activities through short trading positions, repos, and long-term debt, although the long-term debt is typically a small fraction of the balance sheet for investment banks (see, for instance, Adrian and Shin [2008]).

Universal banks are banks that perform both commercial and investment activities. Universal banks have diverse sources of funding ranging from core deposits to trading liabilities (Iannotta [2010]).

Custody banks specialize in the provision of safekeeping, settlement, asset administration, and trust and banking services to institutional investor customers. Custody banks hold customers’ residual cash in deposits—custody deposits—as a necessary by-product of services they provide. Custody deposits have proven to be stable, predictable, and a steady source of funding over the long term. These qualities of custody deposits are mainly by the complexity and switching costs of the operational services provided by custody banks. Custody banks, as trustees, hold customer deposits for the life of the transactions, which can extend for years (Comptroller of the Currency [2002]). Deposit data show that custody banks’ deposit base significantly increased immediately following the Lehman Brothers crisis in 2008, the European sovereign debt crisis, and the recent instability resulting from the U.S. debt ceiling debates in Congress. Custody banks hold significant amounts of AFS and HTM (about 40 percent of total assets), as well as significant amounts of interest-bearing balances (about 20 percent of total assets). Federal funds sold in domestic offices and purchased under agreement to resell are about 5 percent of total assets.
**Consumer credit banks** specialize in providing consumer credit, such as credit card loans and automobile loans. Our focus is on large consumer credit banks. They have access to diverse funding sources since 2009 when these monoline banks have become BHCs and gained access to deposit funding. Still, the main two sources of funding are securitization and deposits. Through securitization, these banks can issue consumer credit asset-backed securities with maturities of two, three, five, seven, or even 10 years (Lang, Mester, and Vermilyea [2008] and Opstal [2013]).

### 3.2. Identifying Bank Groups From Balance Sheet Data: Challenges With Standard Approaches

In the previous section of this paper we describe five well-established types of banks and their distinctive characteristics, which are reflected in the composition of their assets and liabilities. Therefore, it is natural to look for approaches to analyzing the information reported in the BHCs’ quarterly balance sheets to support these well-established types. This analysis helps us to answer the following questions: Does the reported balance sheet structure support the bank types with clear consensus as to which banks belong to which groups? Or, more generally, what groupings do the reported BHC balance sheet data support? It seems that the previously described types are largely based on the main activities banks conduct on the asset side. Is such a grouping capable of capturing differences on the funding side as well? If not, should we expect any correspondence between the asset-based and liability-based groups? Should such a correspondence be stable over time? In particular, what message does it convey when a bank leaves one group and joins another?

One standard approach to building and studying bank groups is to use hierarchical clustering techniques. These techniques did not, however, allow us to obtain a stable separation of banks by their types. Slight changes in the positions of data points often led to significantly different cluster compositions. Banks belonging to the same cluster in one quarter frequently ended up belonging to separate clusters in the next quarter, although intuitively they were expected to belong to the same cluster. Also, the configuration of clusters of larger sizes was completely dependent on the configuration of smaller clusters that were formed in initial stages of clustering. These findings are not surprising, given the widely known limitations of hierarchical cluster...
analysis techniques, such as their sensitivity to the initial specifications, including the choice of a
distance measure and a linkage method from many alternatives, as well as their path dependence
(Jain and Dubes [1988]). Nevertheless, we should note that this technique works fine in many
other applications. As a recent example, Blei and Ergashev (2014) use the hierarchical clustering
approach to derive an indicator of systemic risk.

We also experimented with the correlation approach to finding bank groups from the information
embedded in the balance sheet, but this approach did not work either. The correlation
coefficients are always high. As a result, we could not observe any visible and stable clustering.

4. Identifying Bank Groups Using Representative Portfolio Structures

Another clustering technique, known as k-means clustering, seems more appropriate to grouping
banks using their asset and liability portfolios. For this technique to work, one has to
predetermine the number of clusters, k, in a dataset. It also requires the knowledge of an initial
configuration of clusters. Once these two inputs are known, the standard k-means algorithm
calculates the group means, then uses the group means to rebuild the new groups by assigning to
each group the elements that are closest to the group mean. This process is repeated until
satisfactory results are achieved.

To improve the performance of the k-means clustering, we introduce a few additional tweaks by
taking advantage of some important specifics of bank portfolio structures. First, we assign k the
value 5 to be able to separate five well-established bank types on the asset side: commercial,
investment, universal, custody, and consumer credit. We also use five different types on the
liability (i.e., funding) side: diverse, retail core, retail non-core, wholesale, and stable. Second,
instead of randomly choosing the initial cluster configuration, we choose it carefully using
available information about how banks structure their asset and liability portfolios. Because bank
specialization forces banks to load heavily on a few items on both sides of their balance sheet,
we should be able to capture such specialization-specific loadings using the concept of
representative portfolios as the group means. Third, we find the optimal representative portfolios
simultaneously by minimizing the sum of the group-wide distances over a certain period of time,
but not quarter by quarter. As a result, the proposed approach is robust to reasonable fluctuations in the portfolio weights.

Using the proposed approach with the asset-based representative portfolios leads to a stable clustering of the banks into the predefined five bank types that intuitively makes sense. When we use the approach with the liability-based representative portfolios, we also notice a stable and intuitively appealing relation between the bank types and the funding side. There are cases, however, when banks belonging to one type sometimes switch to funding strategies that are usually used by banks of another type, and vice versa. We pay special attention to such cases and investigate them further.

4.1. Some Notations and the Grouping Rule

In this section we present a simple grouping rule and provide some technical details of how the grouping rule works. Suppose a banking system consists of \( n_t \) banks at time \( t \). Each bank \( i \)'s portfolio of assets and liabilities is represented by a vector of \( m \) assets and \( k+1 \) liabilities including equity:

\[
\mathbf{v}_{i,t} = (a_{1,i,t}, \ldots, a_{m,i,t}, l_{1,i,t}, \ldots, l_{k,i,t}, e_{i,t})
\]

For convenience, we also use the following notations:

\[
\mathbf{a}_{i,t} = (a_{1,i,t}, \ldots, a_{m,i,t}) \quad \text{and} \quad \mathbf{l}_{i,t} = (l_{1,i,t}, \ldots, l_{k,i,t}, e_{i,t})
\]

Both assets and liabilities are normalized so that

\[
\sum_{j=0}^{m} a_{j,i,t} = 1 \quad \text{and} \quad \sum_{j=0}^{k} l_{j,i,t} + e_{i,t} = 1.
\]

This normalization is achieved by dividing the dollar amount of each asset or liability item by the dollar amount of the bank’s total assets.

We also assume that at any given time \( t \), \( n_t \) banks form \( g_a \geq 2 \) asset-based groups and \( g_l \geq 2 \) liability-based groups because of similarities in the asset and liability sides of their balance sheet structures \( \mathbf{v} = (\mathbf{a}, \mathbf{l}) \) within each group and distinct dissimilarities among the groups.
Each asset-based group is defined by an asset-based representative portfolio
\[ \bar{a}_g = (\bar{a}_{1,g}, ..., \bar{a}_{m,g}), g = 1, ..., g_a \]
and each liability-based group is defined by a liability-based representative portfolio
\[ \bar{l}_g = (\bar{l}_{1,g}, ..., \bar{l}_{k,g}, \bar{e}_g), g = 1, ..., g_l. \]
As is clear from the notation, we assume that the number of representative portfolios is fixed over time, and so are the structures of the representative portfolios.

Similarities in the portfolio structure among banks can be measured using the Euclidean distance in a multidimensional space. The closer the distance is between two portfolios, the stronger the similarities are between them. Using this notion, we use a simple criterion to define which group a bank belongs to. Let us start with the definition of the distance.

The distance between bank \( i \)'s asset-based portfolio, \( a_{i,t} \), and an asset-based representative portfolio, \( \bar{a}_g \), is defined as
\[ d_a(i, g, t) = \sqrt{\sum_{j=1}^{m} (a_{j,i,t} - \bar{a}_{j,g})^2}. \]
Similarly, the distance between bank \( i \)'s liability-based portfolio, \( l_{i,t} \), and a liability-based representative portfolio, \( \bar{l}_g \), is defined as
\[ d_l(i, g, t) = \sqrt{\sum_{j=1}^{k} (l_{j,i,t} - \bar{l}_{j,g})^2 + (e_{i,t} - \bar{e}_g)^2}. \]

**The grouping rule**

(a) We assign bank \( i \) to the asset-based group \( g \) at time \( t \) if the \( d_a(i, g, t) \) is the smallest among all distances between the asset portfolio of bank \( i \) and each of the asset-based representative portfolios:
\[ d_a(i, g, t) = \min\{d_a(i, 1, t), ..., d_a(i, g_a, t)\} \]
(b) We assign bank $i$ to the liability-based group $g$ at time $t$ if the $d_t(i,g,t)$ is the smallest among all distances between the liability portfolio of bank $i$ and each of the liability-based representative portfolio:

$$d_t(i,g,t) = \min\{d_t(i,1,t), ..., d_t(i,g,t)\}$$

In a nutshell, a bank is assigned to the group formed by the representative portfolio structure that is closest to the bank’s own portfolio structure.

An important question remaining is how to determine the exact structure of each of the representative portfolios. In the next section of this paper we suggest a simple solution that leads to intuitively reasonable results. Namely, we start with our initial guess regarding how the representative portfolios are structured, which surprisingly leads to intuitively well-justified bank groups on both sides of the balance sheet. Then in section 6 we explore the possibility of determining the optimal representative portfolios using numerical optimization techniques.

4.2. Asset-Based Representative Portfolios to Determine Bank Types—Initial Guess

We start with building our initial guess on representative portfolios based on the information we have gathered from different sources about how each bank type builds its asset portfolio. We focus on asset allocations that are representative for the earlier described five bank types. While assigning percentages to each category, we keep the numbers proportional to 5 to avoid data-mining concerns. The final outcome of this exercise is presented in table 3, and figure 1 represents the information contained in table 3 in a visual form.

**Table 3. Asset-Based Representative Portfolio Structures—Initial Guess (in Percentages)**

<table>
<thead>
<tr>
<th>Type of banking</th>
<th>A_CIB</th>
<th>A_SEC</th>
<th>A_RRP</th>
<th>A_LRE</th>
<th>A_LIN</th>
<th>A_LOT</th>
<th>A_TRD</th>
<th>A_GWO</th>
<th>A_RST</th>
</tr>
</thead>
<tbody>
<tr>
<td>Universal</td>
<td>5</td>
<td>15</td>
<td>15</td>
<td>15</td>
<td>15</td>
<td>5</td>
<td>15</td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>Commercial</td>
<td>5</td>
<td>20</td>
<td>0</td>
<td>50</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>Custody</td>
<td>30</td>
<td>30</td>
<td>10</td>
<td>10</td>
<td>0</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>10</td>
</tr>
<tr>
<td>Investment</td>
<td>5</td>
<td>0</td>
<td>40</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>40</td>
<td>0</td>
<td>10</td>
</tr>
<tr>
<td>Consumer credit</td>
<td>5</td>
<td>20</td>
<td>0</td>
<td>20</td>
<td>30</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>15</td>
</tr>
</tbody>
</table>
4.3. Liability-Based Representative Portfolios to Determine Sources of Funding—Initial Guess

On the liability side, we again start with building our initial guess on the liability-based representative portfolios using the information we have gathered from different sources. Here as well, we identify five types of funding and name them diversified, retail core, retail non-core, wholesale, and stable. While assigning percentages to each category, we again keep the numbers proportional to 5 to avoid data-mining concerns. The final outcome is presented in table 4, and this information is presented in visual form in figure 2.

Table 4. Liability-Based Representative Portfolio Structures—Initial Guess (in Percentages)

<table>
<thead>
<tr>
<th>Source of funding</th>
<th>L_DCO</th>
<th>L_DNC</th>
<th>L_FFP</th>
<th>L_BLT</th>
<th>L_TRD</th>
<th>L_BST</th>
<th>L_RST</th>
<th>EQT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diversified</td>
<td>30</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Retail core</td>
<td>50</td>
<td>20</td>
<td>0</td>
<td>10</td>
<td>0</td>
<td>10</td>
<td>0</td>
<td>10</td>
</tr>
<tr>
<td>Retail non-core</td>
<td>20</td>
<td>50</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Wholesale</td>
<td>0</td>
<td>0</td>
<td>20</td>
<td>0</td>
<td>20</td>
<td>20</td>
<td>30</td>
<td>10</td>
</tr>
<tr>
<td>Stable</td>
<td>30</td>
<td>10</td>
<td>0</td>
<td>25</td>
<td>0</td>
<td>10</td>
<td>10</td>
<td>15</td>
</tr>
</tbody>
</table>
4.4. Grouping Results Based on Initially Guessed Representative Portfolios—Last Available Quarter

Here we report the results of applying the grouping rule of section 4.1 of this paper to the U.S. BHCs’ quarterly balance sheet dataset we describe earlier.

Table 5. Bank Groups in Last Available Quarter (Based on Guessed Representative Portfolios)

<table>
<thead>
<tr>
<th>Banks</th>
<th>Asset allocation</th>
<th>Source of funding</th>
<th>Banks</th>
<th>Asset allocation</th>
<th>Source of funding</th>
</tr>
</thead>
<tbody>
<tr>
<td>BANK OF AMERICA</td>
<td>Universal</td>
<td>Diverse</td>
<td>BANCWEST</td>
<td>Commercial</td>
<td>Retail core</td>
</tr>
<tr>
<td>CITIGROUP</td>
<td>Universal</td>
<td>Retail non-core</td>
<td>BB&amp;T</td>
<td>Commercial</td>
<td>Retail core</td>
</tr>
<tr>
<td>HSBC NORTH AMER</td>
<td>Universal</td>
<td>Diverse</td>
<td>BBVA COMPASS BSHRS</td>
<td>Commercial</td>
<td>Retail core</td>
</tr>
<tr>
<td>JP MORGAN CHASE</td>
<td>Universal</td>
<td>Diverse</td>
<td>BMO</td>
<td>Commercial</td>
<td>Retail core</td>
</tr>
<tr>
<td>UNITED SVC AUTO ASSN</td>
<td>Universal</td>
<td>Diverse</td>
<td>COMERICA</td>
<td>Commercial</td>
<td>Retail core</td>
</tr>
<tr>
<td>GOLDMAN SACHS</td>
<td>Investment</td>
<td>Wholesale</td>
<td>FIFTH THIRD BC</td>
<td>Commercial</td>
<td>Retail core</td>
</tr>
<tr>
<td>MORGAN STANLEY</td>
<td>Investment</td>
<td>Wholesale</td>
<td>HUNTINGTON BSHRS</td>
<td>Commercial</td>
<td>Retail core</td>
</tr>
<tr>
<td>TAUNUS</td>
<td>Investment</td>
<td>Wholesale</td>
<td>KEYCORP</td>
<td>Commercial</td>
<td>Retail core</td>
</tr>
<tr>
<td>BANK OF NY MELLON</td>
<td>Custody</td>
<td>Retail non-core</td>
<td>M&amp;T BK</td>
<td>Commercial</td>
<td>Retail core</td>
</tr>
<tr>
<td>CHARLES SCHWAB</td>
<td>Custody</td>
<td>Retail core</td>
<td>NATIONAL CITY</td>
<td>Commercial</td>
<td>Retail core</td>
</tr>
<tr>
<td>E TRADE</td>
<td>Custody</td>
<td>Retail core</td>
<td>PNC SVC</td>
<td>Commercial</td>
<td>Retail core</td>
</tr>
<tr>
<td>METLIFE</td>
<td>Custody</td>
<td>Wholesale</td>
<td>REGIONS</td>
<td>Commercial</td>
<td>Retail core</td>
</tr>
<tr>
<td>NORTHERN TR</td>
<td>Custody</td>
<td>Retail non-core</td>
<td>SUNTRUST BK</td>
<td>Commercial</td>
<td>Retail core</td>
</tr>
<tr>
<td>STATE STREET</td>
<td>Custody</td>
<td>Retail non-core</td>
<td>TD BK US HC</td>
<td>Commercial</td>
<td>Retail core</td>
</tr>
<tr>
<td>ALLY</td>
<td>Consumer credit</td>
<td>Stable</td>
<td>U S BC</td>
<td>Commercial</td>
<td>Retail core</td>
</tr>
<tr>
<td>AMERICAN EXPRESS</td>
<td>Consumer credit</td>
<td>Stable</td>
<td>WELLS FARGO</td>
<td>Commercial</td>
<td>Retail core</td>
</tr>
<tr>
<td>CAPITAL ONE</td>
<td>Consumer credit</td>
<td>Retail core</td>
<td>COUNTRYWIDE</td>
<td>Commercial</td>
<td>Diverse</td>
</tr>
<tr>
<td>GENERAL ELEC CAP</td>
<td>Consumer credit</td>
<td>Stable</td>
<td>ZIONS BC</td>
<td>Commercial</td>
<td>Retail core</td>
</tr>
</tbody>
</table>

Source: UBHCPR and author’s own calculations.
Table 5 summarizes the group structure for each firm based on the information of the last quarter in which the data was available for the bank. Switching to the last quarter of the observations, which is 2013Q4, leads to a grouping that is only slightly different from the grouping reported in this table.

There are a few observations we would like to make. The universal banks group includes USAA but not Wells Fargo, which belongs to the group of commercial banks based on its balance sheet structure. All the universal banks have diverse funding structures except Citi, which, as figure 3 shows, has relied mainly on retail non-core funding since 2002Q1. All the investment banks rely mainly on wholesale funding, while the custody banks do not exhibit homogeneity on their funding side. The consumer credit banks group uses stable funding except for Capital One. The vast majority of commercial banks use retail core funding as their main source of funding, except for Wachovia and Countrywide. Wachovia’s case is unique. In the last quarter before being acquired by Wells Fargo, Wachovia was losing its core deposits, and its total assets were declining as well. In response, Wachovia was able to increase its long-term funding substantially in nominal terms, which made its long-term funding even larger as a percentage of its total assets and moved Wachovia to the stable funding group. Seemingly, a rapid deterioration in the quality of Wachovia’s assets, which is not captured in our data, did not allow its continued existence as an independent firm.

Table 5 identifies Taunus Corporation, which was renamed as DB USA Corporation in 2014, as an investment bank. This is not surprising because Taunus is a holding company that operates as a subsidiary of Deutsche Bank AG with two major subsidiaries of its own: Deutsche Bank Trust Company Americas and Deutsche Bank Securities Inc. Taunus provides a wide range of financial services and is especially noted for its wealth management and investment services. Its Web site reports that the company is involved in trading and structuring a wide range of financial market products, such as bonds, equities, and exchange-traded and over-the-counter derivatives, and foreign exchange, money market, and securitized instruments. Deutsche Bank Securities Inc. also includes advisory activities, such as portfolio management, pension consulting, and rating or pricing securities.
Also, the grouping rule identifies the Charles Schwab Corporation as a custody bank (see table 4), which makes sense because Google Finance describes Charles Schwab as a savings and loan holding company that is engaged, through its subsidiaries, in securities brokerage, banking, and related financial services. The company provides financial services to individuals and institutional clients through two segments, investor services and institutional services. The investor services segment provides retail brokerage and banking services to individual investors. The institutional services segment provides custodial, trading, and support services to independent investment advisors.

4.5. **Grouping Results Based on Initially Guessed Representative Portfolios—Dynamics**

Table 5 depicts a static snapshot of how the proposed grouping rule works. That information is not sufficient for determining whether the rule leads to a stable grouping over time, so we now present the results of applying the grouping rule for all 48 quarters included in the dataset. We summarize these results separately for asset-based and liability-based groupings in the form of two graphs in figure 3. Thus, figure 3 shows, in a dynamic setting, how each bank’s asset-based (top graph) and liability-based (bottom graph) group affiliation evolves over time. It is clear from figure 3 that the proposed rule leads to fairly stable grouping. The group affiliations of most banks change rarely.
Figure 3. Dynamics of Asset-Based (Top Graph) and Liability-Based (Bottom Graph) Bank Groups

Note: Dynamics are obtained using our initial guess on the representative portfolio structures.
4.6. Grouping Banks Using Optimal Representative Portfolios

To find the optimal representative portfolios, we start with the initial guess values presented in sections 4.1 and 4.2 of this paper and use simulated annealing to approximate the optimal representative portfolio structure. Simulated annealing-based optimization was developed by exploring the thermodynamic properties of liquid metals while they cool and anneal. Kirkpatrick, Gelatt, and Vecchi (1983) showed that a model for simulating the annealing of metals proposed by Metropolis et al (1953) could be used for optimization problems in which the objective function, as the energy of a system, needs to be minimized. Since then, simulated annealing has been used successfully in many applications, including multi-portfolio optimization. We refer the reader to Suman and Kumar (2006) for a recent comprehensive survey of simulated annealing-based optimization algorithms. Briefly, our two-step simulated annealing algorithm works as follows. We start with an initial guess. In step 1 we randomly select two items in that portfolio and we increase the first item by 0.1 and decrease the other item by 0.1 to make sure the sum always adds up to 1. If one of the new numbers becomes negative, we redo step 1 again until we obtain positive numbers. In step 2 we recalculate the sum of the average group-wide distances. If it has declined, we accept the change in the representative portfolio. If the sum did not decline, we reject the change and return to step 1. We continue this two-step procedure until the decline in the sum of the average group-wide distances is less than pre-specified value. The specifics of this algorithm are very similar to those of the simulated annealing algorithm described in Ergashev (2008).

Table 6 captures the grouping results that are based on the optimal representative portfolios. To save space we are not reporting the optimal representative portfolios. By comparing table 6 with tables 5 one can notice that these two groupings are quite similar, with only a few exceptions.
In figure 4, we present the evolution of the asset-based and liability-based groups. Again, we compare these results with those of figure 3 and notice that they are very similar.
Figure 4. Dynamics of Asset-Based (Top Graph) and Liability-Based (Bottom Graph) Bank Groups
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Note: Dynamics were obtained using the optimal representative portfolios.
5. Thermodynamic Model of a Banking System

Encouraged by the positive results described in the previous section of this paper, which we obtained using a simple idea of identifying bank groups based on predetermined representative portfolio structures, we now explore the possibility of building a more general dynamic model of a banking system. In this model, the banks interact with one another, as elements of a dynamic system, by forming groups around each representative portfolio structure with the possibility of weakly interacting with the other groups as well. To be able to capture such complex group dynamics, we need a broader framework than the k-means clustering approach we employed in the previous sections of this paper to identify various bank groups. This approach, like any other clustering approach, is not designed to capture interactions among the groups. For example, when within one group some banks start dynamically approaching another group (while other things being equal) such a dynamic cannot be identified within a clustering approach. The absence of an overall objective function to minimize is an important limitation of the clustering techniques (Jain and Dubes [1988]).

In the previous section of this paper we use the Euclidean distance as the measure of the strength of interaction. Now we would like to generalize this concept as well. To achieve the listed goals, we turn to a model of a thermodynamic system that we borrow from statistical mechanics. We apply this model to the U.S. banking system in section 6 with the hope of providing new insights into how the banking system evolves over time.

5.1. Thermodynamic Systems

Thermodynamics is a general engineering tool used to model processes within a system of interacting elements that exchange energy while interacting. Because a thermodynamic system is a very general concept, there are no hypotheses regarding the structure of the system (see Spakovszky [2009], among others). The concept of energy is used to measure the strength of interaction among the elements of the system. Energy is also defined broadly, such as potential energy measuring the strength of interactions through the distance between the elements, kinetic energy measuring the strength of interaction through elements’ speeds, or a combination of both.
At any given moment, a thermodynamic system can take one of a usually continuum number of states, and the state of the system is in equilibrium when its properties remain unchanged, so long as the external conditions are unchanged. If the state of the system is changing, it is undergoing a process of moving from one equilibrium to another. There are several important laws of thermodynamics the elements follow while interacting with one another, such as the law of conservation of energy in a closed system and the law of entropy, according to which entropy (i.e., disorder) of the system tends to increase over time and reaches its maximum level at equilibrium. Because we are not using many other thermodynamic concepts and laws, we now switch from a discussion of a general thermodynamic system to a description of the thermodynamic system we have developed to approximate the dynamic behavior of a banking system.

There are a number of benefits of treating a banking system as a thermodynamic system. With such a setup, we should be able to capture interactions among the banks without using information that goes beyond what is available through banks' balance sheets. There is a growing body of literature on the network structure of banking systems, which uses information on mutual exposures among the financial institutions (see Bech and Atalay [2008]; Cont, Moussa, and Santos [2013]; and Upper [2011], among others). Data on interbank exposure among the U.S. banks, however, is not readily available. The approach we take in this paper allows us to model interactions among banks by treating the system as a thermodynamic one and only using information embedded in balance sheet data. Also, we can separate banks into a few stable groups based on specific activities each group specializes in.

The following concept helps the reader better follow the energy dynamics we are studying in the paper: When there are no interactions among the groups, any increase (decrease) in a specific energy means moving away from (moving toward) the representative portfolio is used to calculate the energy. When the groups interact, however, some of the dynamics reflect the net effects of compensating movements by various energies.

We also would like to emphasize the following caveats of using thermodynamics to describe bank behavior: the banking system is not isolated—interactions with other participants of a
broader financial system are possible, portfolio managers face other influential factors conflicting with the goal of building replicating portfolios, etc.

5.2. Model

The thermodynamic system we develop in this paper consists of many elements, which we call banks. Each bank is determined by an \( m + k + 1 \) dimensional portfolio vector, which we also call the bank’s portfolio structure, where \( m \) is the number of asset categories and \( k + 1 \) is the number of liability categories that include equity as well. The portfolio vector is normalized so that the sum of the assets (liabilities) equals 1. The number of banks within the system, \( n_t \), may vary over time \( t \) for various reasons, such as M&A activity, but the number of groups the banks belong to, \( g_a + g_l \), is fixed, where \( g_a \) is the number of groups formed based on the banks’ asset portfolios and \( g_l \) is the number of groups formed based on the banks’ liability portfolios. Each group is defined by its own RP structure. One might think of a RP as a portfolio structure reflecting common features of banks with similar portfolio structures. A bank belongs to the group of banks formed by the closest RP.

We define closeness between different portfolios through potential energy. We denote the potential energy of bank \( i \) relative to a given asset-based representative portfolio \( \vec{a}_g \) as \( E_a(i, g, t) \). Similarly, we denote the potential energy of bank \( i \) relative to a liability-based representative portfolio \( \vec{l}_g \) as \( E_l(i, g, t) \). In section 4 of this paper, closeness is determined by a simple grouping rule based on the smallest Euclidian distance. In the next definition we use the concept of potential energy, which is more general than distance.

**Definition 1**

(a) We assume that bank \( i \) belongs to the asset-based group \( g \) at time \( t \) if the potential energy \( E_a(i, g, t) \) is the smallest among its potential energies relative to each of the asset-based representative portfolios:

\[
E_a(i, g, t) = \min\{E_a(i, 1, t), ..., E_a(i, g_a, t)\}
\]
We assume that bank \( i \) belongs to the liability-based group \( g \) at time \( t \) if the potential energy 
\[ E_l(i, g, t) = \min \{ E_l(i, 1, t), ..., E_l(i, g_l, t) \} \]

The defined potential energies are the basis for calculating variety of other energies. Definition 2 introduces several useful ones.

**Definition 2**

(a) The total asset energy of bank \( i \) at time \( t \) is defined as 
\[ E_a(i, t) = \frac{1}{c_a} \sum_{g=1}^{g_a} E_a(i, g, t) \cdot \exp \{-\lambda \cdot E_a(i, g, t)\}, \]

where \( E_a(i, g, t) = d_a^2(i, g, t) \) is the square of the Euclidean distance defined in section 4 of this paper, \( \lambda \geq 0 \) is the parameter determining the strength of interactions between the groups, and \( c_a > 0 \) is the normalizing constant.

(b) Likewise, the total funding energy of bank \( i \) at time \( t \) is defined as 
\[ E_l(i, t) = \frac{1}{c_l} \sum_{g=1}^{g_l} E_l(i, g, t) \cdot \exp \{-\lambda \cdot E_l(i, g, t)\}. \]

(c) The total energy of bank \( i \) at time \( t \) is defined as 
\[ E(i, t) = E_a(i, t) + E_l(i, t). \]

The normalizing constants in definitions 2(a) and 2(b) are chosen such that the sum of the exponential weights is always equal to 1. We also use the concept of average energy, which is derived by dividing each sum by the number of components in the summation.

We borrow the idea of introducing the strength of interactions among the energy groups using the exponential form (see definitions 2(a) and 2(b)) from Blatt, Wiseman, and Domany (1997), who jointly authored a well-known clustering algorithm based on exploring the thermodynamic properties of large datasets. Their algorithm is very popular in image recognition. Our model is
different from their thermodynamic model in a number of ways. First, their algorithm is based on a so-called Potts model, in which each element can take a fixed number of discrete values ranging from 1 to, say $q$, where $q$ is a positive integer. Therefore, $q$ is the number of states each element can possibly take. In our model, each element can take a continuum number of multidimensional states. Another distinct feature of our model is the existence of centers of attraction in the form of representative portfolios.

In the model, we use the concept of potential energy, instead of just the Euclidean (as in section 4 of this paper) or any other distance, because energy is a more general concept, which comes with a number of advantages. Among them is its ability to capture group interactions, which we incorporated in definitions 2(a) and 2(b) by the exponential weights and parameter $\lambda$. As one can see from these definitions, energy also allows us to consider multi-objective optimization in which it is possible to incorporate, in a unified setting, the possibility that banks may explore multiple portfolio strategies at the same time.

5.3. Implications for Multi-Objective Portfolio Optimization

The latest asset and liability management techniques are being built under the assumption that determining banks’ optimal asset and liability structure is a multi-objective optimization problem with profit maximization playing a central role. For example, Kosmidou and Zopounidis (2008) and Steuer, Qi, and Hirschberger (2008) present an overview of multi-objective linear as well as stochastic programming techniques applied to asset and liability management and portfolio optimization. An important challenge still facing this literature, however, is the uncertainty about how portfolio managers weigh the importance of each objective.

In our approach, we postulate that firms are engaged in portfolio targeting strategies by positioning their portfolios closer to specific representative portfolios or a set of representative portfolios. This approach has a number of advantages relative to the existing approaches to multi-objective portfolio optimization, such as linear programming or goal programming. In particular, it does not require the knowledge of a bank portfolio manager’s preference on the order of importance of optimization regarding each representative portfolio. In fact, this
approach actually provides a rank ordering among the objectives using the information embedded in the balance sheet data. It also allows us to determine the relative weight of each objective for each bank, with the main objective the bank is following being the one with the smallest energy.

6. Implementation of Thermodynamic Model to U.S. Banking System

In this section we present the details of how we implement the model of section 4 of this paper to U.S. banks using the data described in section 5 of this paper. For this exercise, we assume that the parameter of the strength of interaction among the groups of banks, $\lambda$, is set to 2.5. We arrive at $\lambda = 2.5$ based on the recommendation by Blatt, Wiseman, and Domany (1997) to choose this parameter approximately as large as $1/(2z^2)$ where $z$ is the average distance between the groups. The average distance between the representative portfolios that we guessed is about 0.47 for the representative asset portfolios and 0.42 for representative liability portfolios. This leads us to the value of $1/(2z^2)$ 2.2 to 2.8. Thus, $\lambda = 2.5$ was chosen. One can notice from definition 2 that the group interactions become stronger as $\lambda \to 0$ and weaker as $\lambda \to \infty$. We have experimented with values of $\lambda$ ranging between 0 and 4 with no significant qualitative changes in the results. For values of $\lambda$ exceeding 6, the properties of the system change dramatically and in a way that is hard to explain. This observation supports the notion that various bank groups within the banking system interact with each other.

We start with an initial guess on the representative portfolio structures. Based on the initial guess, we then determine the bank groups. Next, we search for the optimal representative portfolios using simulated annealing as our optimization tool, and we reevaluate the bank groups based on the optimal representative portfolios. Once the final groups are established, using this grouping we analyze the behavior of individual banks and bank groups throughout the period 2002Q1 to 2013Q4.
6.1. Herding Among Commercial Banks

The thermodynamic model allows us to detect a group-specific herding behavior in the system. The type of herding we are looking for is a group of banks that dynamically restructure their balance sheets in a similar manner over extended periods. We call this type of herding “portfolio targeting.” This type of herding is different from herding studied in the recent literature. Several papers study the herding behavior in mutual fund managers’ stock buying and selling decisions. Wermers (1999), for example, finds there is greater herding in small, growth-oriented mutual funds than among income funds. This and many other studies use a measure of herding proposed by Lakonishok, Shleifer, and Vishny (1992). Our approach to measuring herding is different because, in contrast with the previous studies, we focus on herding based on similarities in portfolio composition rather than similarities in trading patterns.

Another well-studied type of herding is information cascades. An information cascade is a situation in which every subsequent player observes the previous choices makes a choice independent of his or her private signal. Models of information cascades by Banerjee (1992) and Bikhchandani, Hirshleifer, and Welch (1992) that demonstrate how information cascades start in investor behavior also show the unstable nature of those cascades. The cited models of information cascades may not be directly applicable to types of herding taking place within the banking system, because information cascades in those models appear and disappear quickly while herding in the banking system seems to evolve slowly and revolve back slowly as well—rebalancing bank portfolios takes time.

A natural starting point for studying portfolio targeting in the banking system is the within-a-group joint behavior among some of the groups we identify in previous sections. After a careful study of the energy dynamics of all the identified groups of banks, we noticed a herding behavior of the commercial banks on the funding side. As can be seen from figure 5, the funding energy of the commercial banks group shows a common behavior throughout the observation period. Initially, the funding energy is high; it then starts to decline, reaching the lowest levels before or at the onset of the last crisis. In the last quarter of 2008, the energy begins to increase again. The funding energy for each bank is calculated as the weighted sum of all five liability-based
energies divided by 5. Also, one can notice that some banks lead these changes while others follow. To understand the causes of this behavior, we decompose the funding energy into its five components. Among them, wholesale energy and diverse energy show patterns similar to the overall pattern (see figures 6 and 7), suggesting that these two types of energy played prominent roles in shaping the funding energy. The economic interpretation of this behavior is as follows. Before and in the initial stages of the crisis, the commercial banks were diversifying their funding away from retail funding toward increasingly relying on wholesale funding. This is why the levels of diverse and wholesale energy declined during this period. Since the end of the crisis, commercial banks significantly moved away from that pattern of financing their activities in the direction of increasing their reliance on retail funding.

Figure 5. Funding Energy of Commercial Banks

Source: UBHCPR and author's own calculations.
6.2. Dynamics of Commercial Banks’ Asset and Funding Energies

Now we study the dynamics of the commercial banks’ asset and funding energies. For each bank, the asset (funding) energy is defined as the weighted average of all five asset-based (liability-based) energies.\(^2\) These individual bank energies then are averaged among the commercial banks to arrive in the commercial banks’ asset and funding energies.

\(^2\) Our findings remain the same qualitatively if we replace the weighted average with the simple average of the five energies.
Figure 8. Asset and Funding Energies of Commercial Banks

Source: UBHCPR and author's own calculations.

Figure 8 depicts the dynamics of these two energies. On the asset side (left graph), the commercial banks were slightly moving away from commercial banking toward universal banking before the crisis. We made this observation by further investigating each component of asset energy. The decline in universal energy, however, was not strong enough to compensate for the increase in commercial energy. As a result, we see an increase in funding energy until the crisis. In the aftermath of the crisis, the commercial banks moved away from universal banking back toward commercial banking. These adjustments were incremental and slow.

In contrast, we observe very different dynamics on the funding side (right graph). Before the crisis, the commercial banks were moving away from retail funding and increasingly relying on diverse and wholesale funding. The increase in the retail core and non-core energies was being more than compensated for by the decline in the diverse and wholesale energies. As a result, we see a fast decline in the funding energy until the crisis hit. In the aftermath of the crisis, the commercial banks quickly returned to retail funding. The changes on the funding side were significant and were occurring much faster than those on the asset side.
6.3. Energy and Macroeconomic Factors

In this section of the paper we explore the possibility of various energies co-moving with macroeconomic variables. For this purpose, we use quarterly reports on the following macro variables: the growth rate of the real gross domestic product, the national unemployment rate, and the house prices index (HPI). This information was downloaded from the Federal Reserve Bank of Saint Louis’s FRED economic database.

We find that the funding energy of all the banks included in our study is negatively correlated with the HPI. For each bank, the funding energy is defined as the weighted sum of all five liability-based energies, as in definition 2. Specifically, the contemporaneous correlation coefficient between the quarterly percentage changes in the HPI and the quarterly changes in the average funding energy of all banks is –0.50. This relation is captured graphically in figure 9.

Figure 9. Negative of Quarterly Percent Changes in Funding Energy Vs. Quarterly Percent Changes in HPI

Source: UBHCPR, FRED, and author’s own calculations
The captured link between the funding energy and the HPI shows that the dynamics of the banks’ funding structure were strongly correlated with the dynamics of the housing prices throughout the observed period.

7. **Possible Extensions**

7.1. **Accounting for Negative Energy**

The concept of energy is broader than the concept of distance for one very important reason: energy can be negative while distance is always positive. While positive energy allows one to study the attractiveness of various portfolio structures, or objectives from the portfolio optimization perspective, with the inclusion of negative energy one can also study cases when banks are forced to move away from specific portfolio structures or objectives.

As an example, we next discuss the following energy and study its implications. What we call “diversify but avoid failing with the market” energy is calculated as the diversification energy minus the fail with the market energy. Here, the diversification energy is the energy of each bank’s asset portfolio relative to the most diversified portfolio structure, consisting of 1/9 in each of its nine asset items. Therefore, this energy equals the square of the Euclidean distance between the bank portfolio and the vector (1/9,…,1/9). The fail with the market energy of a bank is measured as the square of the Euclidean distance between the bank portfolio and the aggregate portfolio. Here the aggregate portfolio is built by adding all banks’ assets into one portfolio.

Figure 10 depicts the dynamics of the “diversify but avoid failing with the market” energy individually for each bank. The dynamics of this energy for the commercial banks is captured by the lines shaded gray. The remaining banks are the universal banks, which are the closest to the average (captured by the bold black line), and the custody banks with the lowest energy levels. The investment banks are not included in this figure because of data limitations. One clear observation is that practically every bank started to follow the “diversify but avoid failing with the market” objective starting from 2008Q4 following the collapse of Lehman Brothers.
7.2. Other Possible Extensions

Allowing for the representative portfolio structures (as the centers of attraction) to change over time would be another useful extension of the model. The model also can be expanded to capture a varying number of groups, allowing detection of the birth of a new group of banks.

In this paper we use a very simple version of potential energy, the square of the Euclidean distance. In general, though, potential energy of an element is not only proportional to the distance, it is also proportional to the mass of the element. In this paper we made a simplifying assumption that all the banks of the system have the same fixed mass. One can expand potential energy to take into account each bank’s mass as, for instance, the dollar amount of its total assets.

Although we did not include any discussion of entropy in this version, we would like to discuss it in the next version. The entropy of the banking system plays an important role in measuring the level of systemic risk of the entire banking system. Declining levels of entropy usually signal
increasing levels of systemic risk, because they mean the system is becoming more order driven. Measuring entropy, however, is difficult. The exact analytical solutions for entropy are not always available, although it can be approximately evaluated using simulation methods. Because the entropy of the system is proportional to its energy (other things being equal), a decline in the entropy is usually associated with a decline in the overall energy of the system. One policy implication of this observation is that, if the overall energy of the system is declining, policymakers could force an increase in energy by forcefully changing some of the representative portfolio structures. For example, the Volcker Rule on proprietary trading forced a change in the structure of the representative portfolios associated with investment banking by reducing the weights of the trading assets and trading liabilities.

Another possible extension would be exploring the possibility of incorporating information contained in the BHC’s income statements by introducing the concept of kinetic energy in the model. Such an extension would allow one to incorporate the costs (including losses) and benefits (i.e., return) of quarterly changes in the balance sheet structure.

8. Conclusion

The asset-based and liability-based bank groups we identify using our thermodynamic model of a banking system are intuitively appealing and stable over time. Further explorations of the dynamic properties of the U.S. banking system using the proposed model (with the main focus being on the large banks) shed additional light on how the balance sheet structures of these banks evolved throughout the crisis. In particular, we identify a herding behavior among the commercial banks in the form of jointly targeting specific portfolio structures.

This paper’s findings have important implications for the annual regulatory stress tests of large and midsize U.S. banks under the Dodd–Frank Wall Street Reform and Consumer Protection Act. As an example, one can expand the group dynamics captured in figure 4 for nine more quarters using the balance sheet forecasts submitted by the participating banks under different scenarios and assess whether those projected dynamics make sense. For instance, if a bank changes its group affiliation during the projected quarters on either side of the balance sheet, this
would require additional scrutiny to understand whether the bank’s balance sheet projections are reasonable. As we saw earlier, banks’ group affiliations do not change frequently and most banks kept their group affiliation intact throughout the last crisis.

The approach we develop in this paper has implications for multi-objective portfolio optimization as well. In particular, our approach provides a rank ordering among the objectives using the information embedded in balance sheet data. It also allows one for determining the relative weight of each objective from the data.
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Appendix A: Brief Discussion of How Identified Data Issues Have Been Addressed

We removed several firms from the dataset because the quality of their submissions did not allow us to include them. These are ABN AMRO, Barclays, and North Fork, which are relatively small, with each one’s total assets representing less than 1 percent of the aggregate portfolio.

In TD Bank’s data there is a huge jump in core deposits as ratios of liabilities, from 60 percent in 2007Q2 to about 70 percent in 2007Q3 or higher till 2009Q1, then back to 63 percent in 2009Q2. This could be related to TD’s acquisition of Commerce Bank, which was announced on October 2, 2007.

Among the CCAR 2015 participants, Discover Financial Services and Santander Holdings USA Inc. are not included in this study. Deutsche Bank Trust Corporation’s subsidiary Taunus is included for the period from 2002Q1 till the last quarter with available data, 2011Q4.

Several M&A activities occurred during the observation period, which resulted in significant changes in the balance sheet structures in the quarters when the legacy institutions’ data were reported jointly for the first time. We have noticed that the following M&A activities led to significant changes in the combined firms’ balance sheet structure:

(1) The merger of Wells Fargo and North Fork is reflected in the 2006Q4 report.
(2) Bank of NY’s merger with Mellon Corporation (July 2, 2007) is reflected in the 2007Q3 report.
(3) Bank of America’s acquisition of Countrywide (August 23, 2007) is reflected in the 2007Q4 report.
(4) Bank of America’s acquisition of Merrill Lynch (September 14, 2008) is reflected in the 2009Q1 report.
(5) Wells Fargo’s acquisition of Wachovia (October 3, 2008) is reflected in the 2008Q4 report.
(6) PNC’s acquisition of National City (October 24, 2008) is reflected in the 2008Q4 report.
To assess the influence of these events on the final results, we separately repeated the analysis with the combined data. The combined data were built by combining the balance sheet data of the two legacy firms to create one report covering the period before the M&A activity. We were able to build the combined data only for the following M&A activities listed: (3), (5), and (6). In the case of M&A (2) and M&A (4), the firms being acquired were not BHCs. Therefore, they were not required to submit consolidated BHC reports. In the case of M&A(1), the North Fork data was of poor quality. Therefore, we removed this firm from our dataset. The results of the analysis based on the combined data further reinforced the stability of our previous findings.